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Abstract—This paper presents a comprehensive analysis of
how various soil characteristics impact the features of Ground
Penetrating Radar (GPR) received signals. These characteristics
include dielectric properties, thickness, number of layers, radar
configuration, and surface roughness. The paper conducts an
exhaustive analysis using gprMax, simulating diverse soil medium
scenarios to demonstrate how these parameters influence the
GPR-received signals. The proposed methodology extracts critical
features from the received signal for soil characterization through
descriptive statistical analysis. The paper then deploys Machine
Learning (ML) techniques, specifically a Random Forest (RF)
model and Gini Mean Decrease Impurity (MDI) as measures, to
identify the most influential features in the dataset. This process
extracts a concise set of features from the time domain, followed
by an expansion using frequency domain features. The proposed
approach not only effectively captures the critical information in
the high-dimensional GPR data but also reduces its dimensional-
ity, ensuring the preservation of essential information. Training
ML and Deep Learning (DL) models using these significant
features, rather than complex raw A-scan data, leads to more
accurate soil moisture and subsurface analysis.

Index Terms—GPR, signal processing, machine learning, fea-
ture extraction, soil characterization.

I. INTRODUCTION

Ground-penetrating radar (GPR) is a non-invasive geophys-
ical method used for subsurface imaging and analysis in
various fields such as agriculture [1], civil engineering [2],
and archaeology [3|]. The performance of GPR in detecting
objects and characterizing soil depends primarily on different
subsurface parameters. These parameters include the soil’s rel-
ative permittivity (ability to store electrical energy), electrical
conductivity (ability to conduct an electric current), texture
(relative proportions of sand, silt, and clay ), soil moisture,
and composition of the soil. Additionally, factors such as the
soil’s rough-surface profile [4]], underground anomalies, oper-
ating frequency [5], and subsurface objects [6]] influence the
behavior of GPR waves as they traverse the soil. These factors
affect the waves’ speed, reflection, and refraction, modifying
the power and shape of the received signals resulting in a more
complex, high-dimensional, and diverse dataset [7].

Among these factors, relative permittivity is critical as it
directly impacts other soil properties, thereby influencing the
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overall performance of the GPR signal. Thus, understanding
and accounting for the interconnected nature of these variables
is crucial [8]. Therefore, researchers have begun to leverage
machine learning (ML) techniques, known for their powerful
predictive and analytic capabilities, as a robust way to inter-
pret complex interactions and dependencies within GPR data.
However, such models typically perform well when trained on
large amounts of low-dimensional data [9].

To convert high-dimensional GPR data into a format more
suitable for ML models, it is necessary to first extract features
from the received GPR signals[[10]]. Various techniques can
be employed for this purpose, including Principal Component
Analysis (PCA), Independent Component Analysis (ICA), Au-
toencoders, and t-distributed Stochastic Neighbor Embedding
(t-SNE). These techniques involve mathematical procedures
that transform the original high-dimensional data into a lower-
dimensional space while preserving essential information.
However, these methods have limitations, e.g., PCA and ICA
might not effectively capture non-linear structures in soil-
related GPR data and are sensitive to variable scaling [[11]].

In our study, we address these concerns with a new ap-
proach. Rather than reducing the dimensionality of GPR data
directly and losing critical information, we employ descriptive
statistics to extract key features from the received signal. This
approach allows us to capture the non-linearity and inherent
complexities of the soil-related GPR data. Afterward, we use
the Random Forest (RF) model to select the most robust
features less sensitive to variable scaling. The process begins
by extracting a limited set of features from the time domain.
This set is then expanded using features from the frequency
domain.

Our proposed methodology effectively captures the critical
information of the GPR data and reduces its dimensionality.
Thus, using these critical features to train ML and deep
learning (DL) models instead of the complex raw A-scan data
results in more accurate subsurface analysis. In summary, our
work contributes to the field by analyzing GPR data char-
acteristics, extracting key features using descriptive statistics
and a Random Forest model, and ranking these features based
on their importance. This approach enhances the performance
of subsequent machine learning and deep learning models in
analyzing subsurface structures.



II. PRELIMINARIES AND RELATED WORK

Recently, researchers have employed various methods in
both time and frequency domains to analyze GPR received
signals, aiming to estimate or categorize soil characteristics.
While the time domain provides direct data interpretation
useful for detecting layers and estimating depth, the frequency
domain offers more details about subsurface material proper-
ties like permittivity texture and porosity [[12, |13} |14]]. Thus,
combining both domains could enhance data interpretation,
improve feature accuracy, and facilitate a more comprehensive
analysis.

Soil characteristics influence the propagation speed of the
EM signal, thereby affecting the GPR signal’s velocity, peak
amplitude, and time-of-arrival (ToA) [15]. The velocity, vseq1,
is calculated using the formula vy, = ¢/ \/€it, where c is the
light speed, e stands for soil permittivity, and p denote the
relative permeability [15]]. Inhomogeneous soil with known
permittivity, €5, the signal’s ToA of the GPR signal is given
by (ToA) = 2d/vsei, with d representing soil’s depth [15].
The GPR reflection coefficient (ratio of reflected incident
signal amplitude at a soil boundary) primarily depends on
soil permittivity. By investigating this coefficient, we can
distinguish soil boundaries based on their permittivities [16].
The reflection coefficient (R) is defined as follows:

_Ya-ve
R=a+ve M

Where €; and ey are the permittivities of the two different
materials (e.g., air and soil).

Overall, permittivity directly impacts the previously men-
tioned properties and considerably affects the form and quality
of the received signal. Such changes can consequently modify
the soil properties. For example, soil’s moisture content (SMC)
is intrinsically linked to dielectric permittivity and commonly
calculated through petrophysical correlations, as shown by
Topp’s equation [17], as follows:

Osoit = —5.3x107242.92x 10" 26,05 —5.5x 10742, +4.3x 10763,
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Here, 0,,; denotes soil moisture (Volumetric Water Content),
and €5, represents the soil permittivity value.

Therefore, a precise permittivity estimation can enhance the
accuracy of soil moisture prediction, especially when using
ML models. GPR analysis utilizing ML typically uses complex
A-scan (1D) data or B-scan (2D) as input to train ML and DL
models [18]]. This method can be computationally demanding
due to the size and complexity of input data, particularly with
GPR data, which often involves large datasets. A possible
solution to this challenge is to use statistical feature extraction.
This method simplifies the input data and improves efficiency,
robustness, and interpretability, making it less computationally
demanding. For instance, Smitha et al. [|I9] proposed a novel
method using supervised ML, where they extracted features
like mean, variance, kurtosis, skewness, and entropy to train
Support Vector Machine (SVM) and Neural Network (NN)
models for improving the accuracy of object detection. Sim-
ilarly, authors in [20] extracted statistical features to rapidly
diagnose moisture damage in asphalt pavement. The model

demonstrated high accuracy, significantly improving asphalt
quality evaluation.

ML model requires a lot of data for training. However,
gathering GPR data on-site for these methods is costly, time-
consuming, and logistically difficult due to field survey re-
quirements. In practice, various environmental factors will
influence the collected data, leading to uncertainties and in-
creased noise, making it less suitable for model training. To
circumvent these limitations, simulators such as gprMax|[21]]
can be leveraged to generate synthetic GPR data. This syn-
thetic data can emulate real-world scenarios under controlled
conditions. Recent studies have explored gprMax and its
capability of generating synthetic GPR data. For instance,
authors in [22] propose a three-step method for locating
and identifying underground objects using gprMax synthetic
data. The proposed method boosts Overall performance from
80.4% to 90.3% using K-Nearest Neighbors (KNN) with K=5.
However, the detection performance is slightly lower than the
Histograms of Oriented Gradients (HOG) method. In another
paper, [23]], the author used gprMax-generated synthetic data
to estimate moisture in asphalt concrete. The results validated
the presented model and, therefore, demonstrated the ability of
GPR to monitor moisture variation in AC pavements. These
papers only focused on a specific characteristic of soil and
task and failed to fully assess the versatility of gprMax in
managing various models. They also used the data for their
tasks rather than conducting an in-depth analysis of all soil
properties. Therefore, a comprehensive evaluation is crucial
to understand the full potential of gprMax in soil analysis.

Our proposed model addresses traditional methods’ lim-
itations with a simplified and effective feature extraction
technique. We simulated and individually labeled diverse soil
scenarios using the gprMax simulator, considering multiple
factors impacting GPR signals. This approach facilitates com-
prehensive feature analysis and evaluates the significance of
these features in univariate or multivariate simulated models,
identifying the most essential features that will be leveraged
for ML training proposes.

III. METHODOLOGY AND EXPERIMENTAL SETUP

We used the gprMax software [21]] to simulate diverse soil
models and their corresponding GPR EM waves via a finite-
difference time-domain (FDTD) method [24]]. Inputs such as
model size, discretization, antenna parameters, soil texture,
and radar height facilitated diverse soil model creation with
varying layers, permittivity, roughness, and depths Fig.
The gprMax generated time-domain A-scan signals, and we
customized the gprMax input code to save the labels (e.g.,
permittivity, depth, and the number of layers) separately Fig.
We utilized Python and HDF5 to analyze the Ez element
(Ez represents the component of the electric field in the z-
direction. The positive or negative sign of Ez indicates the
direction along the z-axis) of the electric field vector E,
extracting the time domain signal. This signal merged with
the labeled dataset and experienced feature extraction using
Python. To identify critical features, we employed a Random
Forest algorithm. Fig. 3| provides an example of the A-scan
data.
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Fig. 1. Figure shows the real (right) and simulated (left) environment,
including the GPR UAV in real and simulated radar over farmland and
simulated soil with three soil layers with different permittivities.

Our simulation featured a domain size of Im X Im X
0.002m, using a 1.5 GHz central frequency Ricker wave. This
waveform emulates real GPR system pulses, like those from
Geophysical Survey Systems, Inc (GSSI), allowing for high-
resolution time-domain data. We recorded the signal for five
ns, the transmitter, and receiver, placed 0.08m apart utilizing
fix offset setup and 1.0 (m) above the surface, emulated an
Air-coupled GPR radar setup Fig. [T} Soil moisture fluctuation
was simulated by changing soil layer permittivity from 5 to
60 in increments of 5, representing conditions from dry (e
= 5) to wet (¢ = 60) soil. Following gprMax guidelines, we
set the model’s time window to 5ns, yielding an 1161 x 1
vector representing signal amplitude at corresponding sample
points Fig. 3] We further modeled 1-3 layers, adjusting layer
depth between 0.1 and 0.3m Fig. [T} Additional parameters
like surface roughness, signal central frequency, and radar
height were also explored. Due to space constraints, we detail
permittivity, layer depth, and layer number variations, while
other experimental observations are briefly discussed in the
results section.

A. Feature Extraction and Feature Analysis

Feature extraction is crucial for identifying subsurface tar-
gets and interpreting soil characteristics in GPR data. The
descriptive analysis involves summarizing data using a few
key statistical metrics. The primary goal is to describe the
main features of the collected data in a quantitative manner. In
our study, we used descriptive analysis on A-scan GPR data to
extract key signal amplitude-related features such as min/max,
mean, standard deviation, quartiles, mean peaks, kurtosis, and
skewness. We also applied a Fast-Fourier Transform (FFT) to
the raw signal to extract frequency domain features such as
FFT max (peak frequency), FFT mean (average power), and
FFT std (power variability). These time and frequency-domain
features offer crucial insights into the nature of the subsurface
captured by the GPR signal. This approach improves the inter-
pretability of GPR data analysis; unlike PCA or ICA, which
aim at reducing the dimensionality of data, descriptive analysis
keeps the original variables intact. Descriptive analysis can
handle non-linear relationships between variables, whereas
PCA and ICA are linear techniques.

B. Feature Importance

Feature importance serves as a quantitative measure, Sig-
nifying the relative value of each feature in machine learning
models, particularly in relation to predicting the target variable
[25]. In our study, we employed the Random Forest model
coupled with Gini Mean Decrease Impurity (MDI) to evaluate
the significance of the extracted features. The result of the
feature importance analysis can be found in Fig. [7]

k
Gini(node) =1 — Z(pi)2 3)
i=1
Where p; is the proportion of samples of class ¢ in the node,
and the feature importance is as follows:

. " (Gini(parent) — Gini(child))
= 4
(Gini) Z Total number of trees @)

The more significant the impurity decrease, the more influen-
tial the feature is, as seen in Fig.

C. GPR Features Correlation Matrix

A correlation matrix offers a comprehensive view of the
pairwise relationships among statistical features derived from
A-scan GPR signals, revealing feature interdependencies. The
matrix’s coefficients represent both the strength and direction
of these relationships: a high positive coefficient suggests a
strong direct association, while a high negative one indicates
a strong inverse relationship. A coefficient near zero, however,
denotes a weak or non-existent association. Our result of
features correlation analysis can be found in Fig. [8]

IV. EXPERIMENTAL RESULTS

Our results for different experiments are as follows: In the
permittivity benchmark with one layer, we observed that in-
creasing the permittivity resulted in higher signal attenuation,
delay, and reduced signal velocity Fig.

Effect of permittivity on the GPR received signal
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Fig. 2. The impact of permittivity on the received signal with 1061 samples
equal to five ns of recorded data (To enhance visualization, we isolated the
A-scan by segmenting sample points [0-400], the direct wave between the
transmitter and receiver (zero time correction or ZTC).

Moreover, in the multi-layer benchmark, the results showed
that the depth of the soil could impact the Time of Arrival



Effect of permittivity (£) and number of layers
on the GPR received signal amplitude
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Fig. 3.  Comparison of signal behavior in one and two-layer models.

In the two-layer model, the signal undergoes two reflections at the layer
interfaces. This leads to wavefront distortion and results in more complex
signal characteristics compared to the one-layer model.

(ToA) and the number of peaks in the signal. In the one-layer
model, we observed two peaks, while in the two-layer model,
there were three peaks, including the direct wave between
TX and RX. The index of these peaks in the E vector can
be converted to estimate the signal delay and depth and the
number of existing layers Fig. 3]
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Fig. 4. Permittivity Variation impact on mean, skewness, std, and kurtosis:
Increasing permittivity corresponds to a gradual increase in skewness, std, and
decrease in mean and kurtosis.

In the surface roughness experiment, we observed that un-

even surfaces could cause scattering of the GPR signal, leading
to a weaker return signal and potentially obscuring subsurface
targets. In the frequency benchmark, we realized that lower
frequencies, such as 0.5 GHz, can achieve greater penetration
depth. However, it becomes more challenging to identify
smaller targets or thin layers. On the other hand, higher
frequencies like 1.5 and 2.0 GHz offer improved resolution,
enabling the detection of smaller targets and finer subsurface.
Increasing antenna separation will create higher delay and
enhances GPR signal depth while decreasing it improves
resolution for shallow targets. A higher UAV height expands
ground coverage but reduces sensitivity and resolution, making
detecting small or shallow targets difficult. Lowering UAV
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Fig. 5. Permittivity Variation impact on quartiles statistical features: Increas-
ing permittivity corresponds to a gradual increase in Q1, Q2, and decrease in
Q3 and Q4 mean.

height increases resolution and sensitivity but limits coverage
due to longer flight times.

Considering these observations and the diverse impact of
each feature, we proposed a descriptive-based feature extrac-
tion method. This approach can summarize and extract these
impacts and, by reducing the input size, will provide clearer
and less noisy training data for the ML model. In our expanded
simulation, we adjusted permittivity according to changes in
soil components, used the A-scan data, and extracted relevant
features from these simulations. Our primary aim was to
identify any noticeable and informative patterns among these
features. The results indicate that as permittivity increases,
features such as Q3, Q4 mean, std, skewness, peak mean, and
FFT extracted features increase due to a positive correlation,
while features like kurtosis, mean, and Q1,2 decrease due to
a negative correlation Fig. {] [3] [6]

Our extensive simulation focused on identifying the most ro-
bust features and examining their interrelations using a feature
importance analysis. The results indicated high significance
for many features, with Q4, skewness, kurtosis, and FFT

A-scan Feature Analysis
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Fig. 6. Permittivity Variation impact on extracted FFT statistical features:
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Maximum, and Standard Deviation.



Forest Result of Variable Importance
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Fig. 7. Feature importance analysis of the statistically extracted features
utilizing the random forest model.

mean standing out as most crucial, except for min, Q1, Q2,
and the number of peaks Fig. [/| Furthermore, the correlation
matrix highlighted a strong association between std, skew-
ness, Q4, and FFT features, validating our findings from the
feature importance analysis Fig. [§] The observed patterns in
these features highlight their effectiveness in enhancing the
understanding of signal behavior in relation to its diverse
characteristics.

V. CONCLUSION

This research paper presented a comprehensive and thor-
ough analysis of various soil characteristics and their impact
on the features of GPR-received signals. The experimental in-
vestigation using gprMax allowed us to simulate different soil
scenarios and observe how these variables affect GPR received
signals. This rigorous exploration highlighted the significant
impact of factors such as dielectric properties, layer thick-
ness, and surface roughness on GPR signal characteristics.
Using descriptive statistical analysis, we managed to convert
high-dimensional, complex GPR data into a more tractable,
lower-dimensional form. ML techniques, specifically Random

Extracted Feature Correlation Matrix
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Fig. 8. Extracted feature correlation analysis. A high correlation between std
and skewness with Q3, Q4 mean, and FFT extracted features.

Forest, were used to assess the importance of these features,
enhancing our understanding of the GPR signals and paving
the way for more accurate soil subsurface analysis. Simulation
results show that permittivity, layering, surface roughness, and
frequency of the soil considerably impact the GPR signals. As
we varied permittivity, we noticed noticeable patterns among
our extracted features, further validating our descriptive-based
feature extraction method. These highly correlated features
will be used in the training process of ML and DL models
and improve the accuracy and lowers the dimentionality of
the input data.
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